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* Consistency and Standardization

* Version Control and Reproducibility

* Time Efficiency
* Improved Reliability
* Scalability

Motivation
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oocker
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EPIC Development Process

Extreme Phatonics Innovanon Centre
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EPIC

T .o
Extreme Phatonics Innovation Centre

(C tifr

(O[] product Backlog (unrefined) &

Sprint points: 27

@ acs-drive-system £18 °

Thorlabs PRM1Z8 Bench + Install 2.02
ah Medium User Story

@ FID-FDGEM MNES20-pockels-cell #17
Pockel Cell deployment in EPAC Room204

Epic

@ epac #2902
Summary Razor Pages Refactoring

User Story

(=) epac #1795 °
FE-204-EC Energy Control Standa SMT tip tilt
stage

:

User Story

@ alarm-system #4

Alarm Server for PVAccess Record

@ User Story

(%) APE-Spider £33
APE Spider Deployment

Epic

@ epac #2305 3

Fix normalization bug in Camera Compeonent

T Low 3 MNone || Bug

@ epac #1742 °
Combining the GUI for Vacuum in FE for valve
and VSF and IXL Pump

+ Add item

Development Process

O Product Backlog (refined) 22

Sprint points: 33

@ epac #2822
Machine Protection OPC UA communication
with PLC

4 High Epic

1/7 = 14%

() greenfield-GFT3022 #3
Greenfield 3022 Timing Device

& High Epic

(=) greenfield-GFT1004 #33
Greenfield 1004 Timing Device

& High Epic

@ OPCPA-spectral-stabilisation #4 ‘

Change I0C and simulator to support actual
motor and spectrometer records

o mediom | (EED) NS -

G Sprint 35 | Spillover! | | User Story

@ epac #2444 .
Testing of EPAC Pump Module FE + T1 2.01
PMCs

& Medium 5
o  Userstory

User Story

Q Sprint 36

(=) TEC-5HG-Oven 232

TEC-SHG-Oven Development and
Deployment

Epic

@ epac #2046 1e
Installing test compressor cameras in Epac

+ Add item

(O 4 Sprint Backlog #

Sprint points: 5

(©) epac #3089 &
Test a USB-Based device against a WM

o Medium | 5 G Sprint39 | User Story
@ epac #2065 a

Randomly getting
System.ObjectDisposedException in WPF App

% ow EE) Csprine3s Bug

(©) DotetChannelAccess 257 o

ChannelAccess wrapper not showing
extended ASCII characters correctly

¥ Low  Ilssa G sSprint 40

User Story

@ epac #3069
PPT & Poster for EPFICS India Conference
i Medium

C sprint 39 | User Story

0713 0%

O Fibotec-cw-laser #57

Raise hard stop when CW 10C stops receiving
& PLC heartbeat

blocked Task

O ixBlue-laser-seed #111

Raise hard stop when 10C stops receiving a
PLC heartbeat

blocked Task

@ greenfield-timing-system #77
Send device statuses and receive PLC
heartbeat for timing system

+ Add item

[

O [* In progress 10

Sprint points: 37

(5) epac #2062 =t
Test the scope for improved refresh rate

- vioh (EEEE) © G Spint39

User Stary
(5) Amplituds-laser-amplifier $152 &
Add changes from MP5 testing to PA1

4 High 5 G Sprint39 | User Story

1/2 OO 50%
@ inBlue-laser-se=d #108 0
Add changes from MPS testing to F55

#& High 3 G Sprint39 | User Story

1/2 50%
@ Fibotec-cw-laser #53 o
Add changes from MPS testing to CW

#& High 3 G Sprint39 | User Story

1/2 oE— 50%

@ greenfield-timing-systern #73

Add changes from MPS testing to Greenfield
Timing System

C Sprint 39

1/2 S0%

& High 5 User Story

(=) epac #3017 w
F55/ FFE Enhancement - Add Input Power to
Booster, fix the alignment of Virtual key group
brox

& Medium 5
<  serstory

Spillover] Usar Story

G, Sprint 38

+ Add item

b

O #% Inreview 5 | Sprint points 21
@ Lastronics-laser-amplifier #190 0

Raise hard stop when PAZ 10C stops receiving
PLC Heartbeat

TL#193 | Task
@ Lastronics-laser-amplifier #1287 0
Add changes from MPS testing to PAZ

4 High 8  C Sprint39 | User Story

1/2 E0%
@ =pac #2066 L ]
GRE Cryo Phoebus Ul Changes for 10) and 100)

& High  [l#55 & G Sprint33

User Story
@ ekzpla-FEOPCPA-pump-lazer 166 (

List of timeout errors thrown during 10C start for
data channels & other device parameters

& High C Sprint36 | Mone | | Bug

@ =pac #2064 L ]

GRE Cryo loC changes

#1565

& High G Sprint 39

User Story

+ Add item
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EPIC Ansible
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Extreme Phatonics Innovation Centre

* Deployment System based on Ansible
helps to orchestrate software on multiple
servers in reproducible way, making the
whole process fast and safe

ANSIBLE ~« Remote host 1

J/

e Software environment dependencies are . Remote host 2
installed in automated manner using cantiolnoden’
. \t\\'\
ansible '~ Remote host 3

“ Remote host 4
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EPIC Continuous Integration
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Extreme Photonics Innavation Centre

* DevOps best practice that uses automated
testing to validate if changes to a codebase are
correct and stable for merge code changes into a

central repository

* Automated scripts validates unit test, simulator

and EPICS software syntax
Run the
Simulator
(Device)

(@ tifr

Trigger Cl on
Pull Request

Build the IOC

N
dey 32>

7l

)

Run the test

Run the IOC

script

Merge
Branch
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EPIC . Install EPICS Base and Support

v, .
Extreme Photonics Innavation Centre

- import_playbook: epics_base.yml
- import_playbook: epics_seq.yml

- import_playbook: epics_asyn.yml

* Ansible to Install EPICS Base and Support - mport playbook: epice sutosave.yml
Modules et i wrtee o

* Configuration file to choose Release Version for
installation

- import_playbook: epics_busy.yml

- import_playbook: epics_sscan.yml

# EPICS base version
common_epics base version: "{{ version | default('R7.8.8.1"') }}"

# Mame of EPICS base symlink
common_epics base symlink: "{{ simlink | default('base') }}"

# Version of area detector to install; Version R3-8 for ADVimba driver
common_ad_wersion: "R3-12-1"

# Version of asyn to install {4-33 for AD VERSION-R3-5; 4-38 for AD VERSION-R3-8}
common_asyn_version: "R4-44"

# Version of autosave to install
common_autosave version: "R5-11"

# Version of busy to install

. common_busy version: "R1-7-4" Science and
\ ° Technology
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EPIC

Process Setup

« Deployment system assumes one repository per IOC
and a standardised directory structure

* No changes required to I0C

» Create one playbook per IOC

* repository_name and and sha determine which repo
and branch to clone

* The extra parameters are usually macros in st.cmd

<top>
loc
autoSaveRestore — .req files
<name>App — Db files etc.
locBoot — st.cmd etc.

(@E“ ul— bob — .bob files

<
dey 32>

7l

7

roles:
- role: ioc
repository name: gentec-maestro-energy-meter
ioc_id: PM-281-FE-1-EM-1
sha: development epac
vars:
params:
SHORT_NM: PM-2@1-FE-1-EM-1
PORT: EM1
DEVICE_IP: 192.1588.211.66
DEVICE_PORT: 5eal

- role: ioc
repository name: gentec-maestro-ensrgy-meter
ioc_id: PM-281-FE-1-EM-2
sha: development epac
vars:

params.
SHORT_MM: PM-281-FE-1-EM-2
PORT: EM2
DEVICE_IP: 192.168.211.67
DEVICE_PORT: 5ee1l
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EPIC |OCs deployment Flow
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Extreme Phatonics Innovation Centre

Create IOC Clone the IOC Zip it, copy to
directory and set repo on the remote host, Build the IOC on
permissions on control node and unzip it on the remote host
modify it remote host

remote host

Update the “1OC
Info List” on the
remote host

If a version of Create service
file and start new

_> )
version of IOC on

L, the IOC already
exists on the No
the remote host

remote host

Yes .
Skip the
deployment Science and
% Technology
Facilities Council
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EPIC Service File

E I m e Photo ovation Centre

Uses procServ tool to launch an IOC

Ensures |IOCs start automatically at boot.

Centralized control with systemd commands

Automatic recovery and restart on failures

Easy debugging with system logs

Manages multiple I0Cs effortlessly with separate service files
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EPIC procServ

E 1 m e Photo ovation Centre

* Process Server - A utility to manage |I0C processes in a controlled manner

* Runs as a daemon into the background

Use of UNIX socket (rather than traditional telnet port)

Logs I0C console messages
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EPIC |OCs Management

v, .o
Extreme Phatonics Innovation Centre

Managing I0Cs on Ul page

|OC Prefix |OC Control 10C Path

7 *

PM-201-CO-TIME-1 - START STOP RESTART IP Address:] EpacsERVI path: | /opt/productionfioc/greenfield-timing-system-
344da3f

PM-201-FE-1-BS-1 START STOP RESTART | IP Address:] EPACSERVA Path: | jopt/productionfioc/beam-steering-c5c1age

PM-201-FE-1-BS-2 START STOP RESTART | IP Address:] EPACSERVA Path: | jopt/productionfioc/beam-steering-c5c1age

PM-201-FE-1-D-CAM-1 - START STOP RESTART | IP Address:] EPACSERVA Path: | jopt/productionfioc/AVT-cameras-ef58847

|OC Server
|OC Status
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EPIC |OCs Management
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Extreme Photonics Innavation Centre

* joc — The CLI tool to manage /OCs running on Linux server

Usage . pqo22879QEPACSERV2 :~% ioc help

This CLI tool helps you manage IOC installed on this server.

Usage:
ioc {flags}
ioc <command» {flags}

Commands:
attach attach to running IOC
help displays usage informaticnn
1s list iocs
start start IOC
stop stop IOC
version displays version number
Flags:
-h, --help displays usage information of the application or a command {default: false)
-y, --wversion displays version number {(default: false)
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EPIC |OCs Management

v, .
Extreme Photonics Innavation Centre

pqo2297%@EPACSERV2:~% ioc ls

MAME VERSION STATUS AGE CREATED

PM-281-BT-D-CAM-1 8578512 running 3 wesks 2824-16-24 86:49:32.588787787 +8188 BST
PM-281-BT-D-CAM-2 8578512 running 3 wesks 2824-16-24 @6:58:23.615388000 +8168 BST
PM-281-BT-D-CAM-3 8579512 running 3 wesks 2824-16-24 86:51:15.895832443 +8168 BST
PM-281-BT-D-CAM-4 8579512 running 3 weeks 20824-18-24 85:52:85.23155887 +8188 BST
PM-281-CO-CW-1 2392447 running 1 week 2824-18-24 89:86:22.921381683 +8168 BST
PM-281-FE-1-D-CAM-CR-PA-2 8579512 running 3 weeks 2824-18-24 86:37:33.158254732 +8188 BST
PM-261-HJ-1-DF-D-CAM-1 8a5a5ca running 3 weesks 2824-86-11 14:28:37.76825574 +8188 BST
PM-261-HJ-1-P-1-D-CAM-1 8572512 running 3 wesks 2824-16-24 86:38:24.717872386 +8188 BST

pqo22979@EPACSERV2:~% ioc attach PM-281-BT-D-CAM-1
@@@ Welcome to procServ (procServ Process Server 2.7.8)

@g@ Use "X to kill the child, auto restart is OFF, use *T to toggle auto restart

@@@ procserv server PID: 3541554

@gE Server startup directory: fopt/production/ioc/ANT-cameras-8579512/PM-281-BT-D-CAM-1/ioc/iocBoot/iocavt
@g@ Child startup directory: fopt/production/ioc/AVT-cameras-8579512/PM-281-BT-D-CAM-1/ioc/iocBoot/iocavt
@@ Child started as: ./st.cmd

@@@ Child "./st.cmd” PID: 3541573

[@@@ procServ server started at: Mon Nov 4 84:41:13 2824

@@ Child "./st.cmd” started at: Mon Nov 4 84:41:13 2824

@@@ @ user(s) and © logger(s) connected (plus you)

epics>»

epics>»
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What about I0Cs on Windows?

e y = v w
Extreme Photonics Innavation Centre

* No automation as of now.
* PowerShell bat file to launch I0Cs using procServ.
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EPIC Continuous Deployment

. . v
Extreme Photonics Innavation Centre

GitHub release

Trigger Cl on PR Static IOC build on Check Syntax
D build-server ) Test of EPICS ) and upload built
(GitHub runner) Records I0C as asset

from development
to main branch

AV 4

Populate service files for

Manually Trigger CD scripts Segregate the /OCs in Facility
to run the 10Cs on ¢ Webserver based on deployment K all instances of device
on Production VMs using Ansible

Productions VMs as service
Science and
Technology
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EPIC _ Virtual Machine

E L m e Photo novation Centre

- Replace Physical server with VM

- Developers will have restricted access to production
VMs, limited to starting and stopping 10Cs.

. Each environment will have a dedicated Debug VM
with necessary tools. Once an issue is resolved, the
standard deployment cycle will resume based on the
issue's severity.

- Developers should use VMs on their PCs for ‘
development instead of their local machines.

. Science and
k : Technology
tl r Facilities Council



EPIC Proxmox

- Open-source virtualization management platform.

- Cluster Management: Seamless management of
multiple nodes

- Live migration of VMs for High Availability
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Thank You! [
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