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Motivation

• Consistency and Standardization

• Version Control and Reproducibility

• Time Efficiency

• Improved Reliability

• Scalability

• Remote and Distributed Deployments



Automation Tools



Development Process    



Development Process    



Ansible

• Deployment System based on Ansible 
helps to orchestrate software on multiple 
servers in reproducible way, making the 
whole process fast and safe

• Software environment dependencies are 
installed in automated manner using 
ansible



Continuous Integration

• DevOps best practice that uses automated 
testing to validate if changes to a codebase are 
correct and stable for merge code changes into a 
central repository

• Automated scripts validates unit test, simulator 
and EPICS software syntax 

Trigger CI on 
Pull Request

Build the IOC

Run the IOC
Run the 

Simulator 
(Device)

Run the test 
script 

Merge 
Branch



Install EPICS Base and Support

• Ansible to Install EPICS Base and Support 
Modules

• Configuration file to choose Release Version for 
installation 



Process Setup

• Deployment system assumes one repository per IOC 

and a standardised directory structure

• No changes required to IOC

• Create one playbook per IOC

• repository_name and and sha determine which repo 

and branch to clone

• The extra parameters are usually macros in st.cmd

ioc

ui

<top>

autoSaveRestore

<name>App

iocBoot

bob .bob files

.req files

st.cmd etc.

Db files etc.



IOCs deployment Flow

Build the IOC on 

the remote host

Zip it, copy to 

remote host, 

unzip it on 

remote host

Clone the IOC 

repo on the 

control node and 

modify it

Create IOC 

directory and set 

permissions on 

remote host

If a version of 

the IOC already 

exists on the 

remote host

Create service 

file and start new 

version of IOC on 

the remote host

Update the “IOC 

Info List” on the 

remote host

Skip the 

deployment 
process

Yes

No



Service File

• Uses procServ tool to launch an IOC

• Ensures IOCs start automatically at boot.

• Centralized control with systemd commands

• Automatic recovery and restart on failures

• Easy debugging with system logs

• Manages multiple IOCs effortlessly with separate service files



procServ

• Process Server - A utility to manage IOC processes in a controlled manner

• Runs as a daemon into the background

• Use of UNIX socket (rather than traditional telnet port)

• Logs IOC console messages



IOCs Management

Managing IOCs on UI page

IOC Prefix

IOC Status

IOC Control

IOC Server

IOC Path



IOCs Management

• ioc – The CLI tool to manage IOCs running on Linux server 

Usage: 



IOCs Management



What about IOCs on Windows?

• No automation as of now.

• PowerShell bat file to launch IOCs using procServ.



Continuous Deployment

Trigger CI on PR 
from development 

to main branch

Static IOC build on 
build-server 

(GitHub runner)

Check Syntax 
Test of EPICS 

Records

GitHub release 
and upload built 

IOC as asset

Populate service files for 
all instances of device 

using Ansible

Segregate the IOCs in Facility 
Webserver based on deployment 

on Production VMs

Manually Trigger CD scripts 
to run the IOCs on 

Productions VMs as service



Virtual Machine 

• Replace Physical server with VM

• Developers will have restricted access to production 
VMs, limited to starting and stopping IOCs.

• Each environment will have a dedicated Debug VM 
with necessary tools. Once an issue is resolved, the 
standard deployment cycle will resume based on the 
issue's severity.

• Developers should use VMs on their PCs for 
development instead of their local machines.



Proxmox

• Open-source virtualization management platform.

• Cluster Management: Seamless management of 
multiple nodes

• Live migration of VMs for High Availability



Thank You!
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